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ABSTRACT

Although there are many researches in literatugméxing the interaction between the oil
prices and the stock markets, the studies on tpadts of the changes in the oil prices on the
stock industry indexes that are the sub-indexesadher limited in number. Our study intends
to reveal which industrial branches are sensitivehtange in the oil prices that have become a
strategic parameter in economic and financial sengeto expanding demand for energy and
to measure the severity of this sensitiveness.fludy comprising the period of 2000: 01 —
2008: 12 has been prepared on the basis of thg danges in the oil prices and 19 stock
indices (composite, industry, service, and techglowithin the scope of Istanbul Stock
Exchange (ISE). The cointegration association betweach industry and service index
within the scope of ISE and the oil prices has bexeamined for the given period, and the
impacts of the oil price changes on the indexesbeas analyzed. It is seen that the Defence
and Electricity daily return indices have been efd maximally by the daily change in the
oil prices while the Non-Metal Products and Food &everage index returns have been
affected minimally. It is understood that therarmsadverse interaction between the oil prices
and the Transportation and Tourism index returns.
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1. INTRODUCTION

The stock markets occupy an important position agrtba financial markets the diversity and
impact area of which are expanding rapidly. Thelsfarice movements watched carefully by
the local and global investors and all the oth@nemic actors and the price indices that are
projection of these movements allow the analysi®ath the past and the present and also
constitute an important tool for the future-orighferecasts. The efficient and effective use of
this tool, however, depends on the correct de@iniof the factors influencing the direction
and acceleration of the tool as well as the impagree of such factors.

The oil prices top the list of the important fastavhose degree of effectiveness on the stock
indices has been increasing gradually especialghyalt is seen that the oil prices that had
showed a stabile trend with $5 per barrel beforé318as created the high volatility period
after the Yom Kippur War at the end of 1973, whies flast price fluctuations that meant the
end of the cheap oil has experienced. These uptramds were followed by the shock price
increases in the year, and the barrel price of Bnent type crude oil rocketed from
approximately $30 to $143.95 on Jull{f, 2008. The prices that dropped below $100 in
September closed the year 2008 at $351&th://www.wtrg.com/prices.htm -11.03.2009)
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This rapid movement in the prices of oil that ttips list of strategic raw materials in both the
economic and political senses must be expected aee hmportant impacts on the
macroeconomic variables of both the net oil expodeuntries and the net oil importer
countries.

The studies carried out by Jones and Kaul (1998m&er and Massa (2009), and Kaneko
and Lee (1995)on this subject mention strong evidences indicatingt this impact is
negative on the oil importer countries and positorethe oil importer countries in general.

Besides, the empirical studies carried out by #szarchers such as Hamilton (1983), Mork
(1989), Mory (1993), Mork et al. (1994), and Guadial. (2006) and covering the countries
where the oil is used as input have revealed thpacts of the increases in the oil prices on
the macroeconomic factors are asymmetric, andtiieatiecreases in the oil prices, however,
have failed to created the required positive impathe same extent.

In this respect, the impacts of the volatility betoil prices on the stock markets that is an
important macroeconomic variable tops the list bé tsubjects that must be studies
empirically. Although there are many studies irstield, examining especially the impacts of
the oil prices on the general stock indices, th@igmstudies analyzing their impacts on the
sub-indices such as the industry, service, andntdoby are rather limited. The limited
number of studies based on the industry indiceBimihe scope of Istanbul Stock Exchange
(ISE), however, analyzes the impacts of the oitgsias well as several macroeconomic
variables. On the other hand, there is no studynexag only the impacts of the volatility of
the oil prices on the industry and service sedtuiges.

Our study that intends to fill a gap in the litena on this subject examines the relation
between the daily oil prices in the period of 2@102008:12 and the daily values of the
composite index and 19 indices composed of indusgyvice, and technology within the
scope of ISE. Our study aims at discovering whetheroil prices have any impact on the
industry, service, and technology indices, meaguaimd comparing the degree of sensitivity
of the indices to the volatility of the oil pricebringing a different point of view to the

arguments in the literature, and thus making ardmiriton.

The second part of our study is composed of aalibee review including the theoretical and

empirical researches made in this field, and tivel gpart gives information on the data used

in the study and describes the methodology of tiuelys The fourth part presents the

empirical findings, while the fifth part includebet discussions and conclusions reached in
this study.

2. LITERATURE REVIEW

Although there are many empirical studies in therditure, which have been observed to
intensify especially in the recent period, abowt ithpacts of the oil prices on the stock yields
and indices, the researches about their impacteeoaub-industrial indices are rather limited.
The researches made on the Istanbul Stock ExchH#®gg however, examine generally the
impacts of the oil prices on the stock yields, tbge with other macroeconomic factors, but
there is no study based on solely the oil prices.



With regard to the impacts of the oil prices on sheck indices, Billmeier and Massa (2009)
have made an empirical study covering 17 counamesselected these countries from among
the oil exporter Middle Eastern countries and tihéngporter Central Asian countries. In their
study, they have indicated that the increase inothprices have had positive impact on the
stock yields of the exporter countries but negatim@act on the stocks of the importer
countries. Chiou et al. (2008) have found out tkistence of the asymmetric relationship of
the negative shocks in their study covering theogeof 1992:01-2006:10 and based on the
long-run relationship between daily S&P 500 stokds and daily West Texas Intermediate
(WTI) oil prices, and concluded that the impactlod oil prices on the economic activity is
high whereas the sensitivity of the oil prices he £conomic activity is weak. Among the
studies giving the similar conclusions, the empiristudies by Gisser and Goodwin (1986),
Papapetrou (2001), Kaneko and Lee (1995), AmoadgigKargar (2004), Hayo and Kutan
(2005), Basher and Sadorsky (2006), Goriaev anetkab(2006), Malik and Hammoudeh
(2007) can be listed. In their empirical study vwéhtirey have examined the impacts of the oil
prices on the macroeconomic variables of the oiparter and oil exporter countries,
Lescaroux and Mignon (2008) have indicated that change in the oil prices have had
important impacts on the stock yields and the oth@croeconomic variables in both the short
run and the long run. Huang and Guo (2008) and kuymahnis and Papapetrou (200igve
made studies confirming these conclusions.

On the contrary, there are also arguments suggetstat the oil prices have no impact. Chen
et al. (1986) have suggested that there is no ee@éndicating that the oil prices risk is
priced by the stock markets, and Huang et al. (L1B88e suggesteithat the oil price shocks
do not have impacts on the whole economy. Sadof$899) has stated that there is no
evidence indicating that the shocks caused by thlatility of the oil prices have an
asymmetric impact on the economy.

The studies examining the impacts of the oil prioasthe sub-industrial indices are rather
limited in number. In one of them, the researchn&h€@won et al. (1997) have examined the
impacts of 4 macroeconomic variables on the Korsi@mtk market using the regression
models, they have suggested that the sensitivitheKorean stock market to the variables is
higher than the US and the Japanese markets; tbabikt prices have significant level of
impact on the industrial indices; that the impagttioe Fishing Industry Index and the Food
and Beverage Index is positive, whereas the impactthe Fabricated Metal Products,
Machinery and Equipment Index, the Wholesale Tradex, and the Transport and Storage
Industries Index is negative. Faff and Brailsfol®49) have provided empirical evidences
indicating that the increase in the oil prices had statistically significant impacts on the sub-
industrial indices; and that the said impacts agitwe on the Oil and Gas and Diversified
Resource industries, but negative on the PapePacllaging and Transportation industries.
Contrary to his previous study (1999), Sadorsky 080 has defended that some
macroeconomic variables and the oil prices haveifsignt impacts on the stock yields of the
technology firms. In their study based on the pkd 1970-1979 when the oil prices have
increased rapidly, Hilliard and Danielsen (1984yeéhaubjected the risk-adjusted yields of the
stocks of 4 big oil companies and 4 big automobimpanies in the US to cross-spectral and
regression analysis test, and concluded that th@ioes have had a considerable level impact
on the shareholders’ welfare in this period, arat the yields of the oil firms have been in
rise compared to the automobile firms. In their erogl study where they have examined 35
DataStream global industry indices for the peridd1683:04-2005:09, Nandha and Faff
(2008) have indicated that the increase in thepndes have had negative impacts on the
stock yields of all the other sectors including tfe®od, beverages, chemicals, textile,



electricity and electrical equipment, transport] arformation and communication industries,
whereas only on the mining, and oil and gas indessthis impact was positive. Hammoudeh
and Li (2004) have suggested that the oil pricesases have had positive impacts on the US,
Mexico, and Norway oil and transportation industregock yields; while Boyer and Filion
(2007) have found out the similar impact for then&@#an oil and gas stock returns. El-Sharif
et al. (2005) have made a study supporting theselusions for the UK as well, and
expressed additionally that the sensitivity of ¢leck yields of the non-oil and gas sectors to
oil prices is weak. It is also possible to findimitar conclusion in the empirical study by
Osmundsen et al. (200iAcluding theoil and gas companies.

Among the researches covering ISE, there are gttekes examining the impacts of the oll
prices. The study by Tirsoy et al. (200&sed on the monthly data covers the period of
2001.02-2005:09, and examines the impacts of 13omacnomic variables on 11 industry
portfolios through the ordinary least square (Otgghnique. The study reveals that there is a
negative and significant relation between the cratigorice and the sub-industrial returns.
Kandir (2008) has tested the impacts of 6 macramoin variables on the yields of the ISE-
listed non-financial firms using a multiple regness model for the period of 1997:07-
2005:06 and concluded that, in contrast to therothgables, the industrial production, the
money supply, and the oil prices do not have aggificant impact on the stock yields. In his
study regarding the ISEN 100 price index, Ozde@M08) has considered the oil price shocks
in addition to the other macroeconomic factors anggested that the market has the weak-
form efficiency feature.

3.1. Data Description

In our study, the period of 2000:01-2008:12 hasnberamined. The dollar-based daily
closing barrel price of the Brent type cure oilcgs in this period have been used and the
required data have been acquired from www.inflataga.com /inflation/inflation_rate
/Historical_Oil_Prices.asp (access date: 11.03.200%e daily closing values of the
composite index and 18 industrial, service, antinetogy sector indices within the scope of
ISE in the research period have been obtained fr@&IC Data Manager
(www.ceicdata.com). Each time series includes 2d&8. For the tests to process the data,
the eviews (5.1) package software has been used.

3.2. Methodology

There are 28 indices to measure and monitor thee pnovements of ISE. Four of them are
general indices. The industrial indices, on theeptinand, are separated into 4 main indices.
Under the Industrials main index, 7 sub-industass monitored, whereas this figure is 6 for
the Services main index, 5 for the Financials madex, and 2 for the Technology main
index.

The general indices ISE 100, ISE 50, ISE 30, theamkgials industrial index, and 5 sub-

industrial indices under this index are excludemdrfrour study as they are in the position of
financial intermediary. Nineteen indices constitgtthe subject of our research are shown in
Table: 1.



Table 1: ISE Industrial Indices (2000:01-2008:12)

INDICES CODES | INDICES CODES
1. Composite COM | 11.Electricity” ELE

2. Industrials IND 12.Transportation TRA
3. Food and Beverage FOO 13.Tourism TOU
4. Textile and Leather TEX 14.Wholesale and Rtelde| WRT

5. Wood, Paper and Printing WOO 15.Telecommunio&tio TEL

6. Chemical, Petroleum and Plastics CHE | 16. Sporf® SPO

7. Non Metal Mineral Products NMP | 17.Technology” TEC

8. Basic Metal BMT | 18.Information Technoldgy ITE

9. Metal Products and Machinery| MPM|  19.Deféfise DEF
10.Services SER

(1) From 01.19, 2000.
(2) From 07.25, 2000.

(3) From 04.01, 2004.
(4) From 11.08, 2000.

The study tries to find out whether the daily chaungthe crude oil prices has any impact on
the daily industrial indices and measure the degfélee impact of the oil price change on the
industry indices. Thus, it is targeted to determihe sensitivity degrees of the industry
indices defining the yield change of a portfoliargmosed of the groups of firms operating in
the similar area to the changes in the oil prices.

In this context, the stationarity of the level v@duof the time series composed of the oil price
and each index has been tested with the unit exif &nd the long-term balance relations
have been examined with the Engle-Granger cointiegraanalysis. Finally, the Engle-
Granger error correction mechanism model of therarorrection term has been estimated to
ensure the stability of the model.

4.1. Testing the Stationarity of the Time Series th the Unit Root Test

The relation between two time series may be naosiaty due to trend. Since their averages,
variances, and covariances change time-dependemtly general, i.e. they have
heteroscedasticity, the financial time series aspkeially the long-term stock indices are not
stationary (Engle and Yoo, 1987). Since they teaddisplay left-side skewness and
leptokurtosis, they have such problems as fatatiad white noise as well as the feature of
paretian distribution based on non-linear relatitime stationary series is the series that shows
normal distribution, the average and variance \&abfevhich are constant, and the covariance
of which is independent of time but likely to bgpdadent of time range (Enders and Granger,
1998).

A common stochastic trend between the stationang series of the same degree indicates
that there is cointegration between these senmebilas situation indicates that the regression
between two series is not spurious (Pippenger avefiy, 1993). It is possible to find out
whether two time series are stationary to the s@egeee by applying the unit root test.

In this context, the Augmented Dickey-Fuller (AD&st has been used to test first the
stationary of the long-run time series composethefdaily crude oil prices and the industrial
stock indexes. The optimal delay length (p) in agion of the ADF test has been set using
the Schwarz Information Criterion (SIC) as it givesre unbiased results in comparison to
the other information criteria such as Akaike, Ham@Quinn. Upon having found out that the
series are not stationary, they have been madeotdog by taking their first-degree

differences [In (B — In (R.y)] to stabilize their averages and variances, angested to the



unit root test again. As also seen in the Tablet Bas been concluded that the variables are
first-degree stationary(1).

Table 2: Stationarity Test Results of the Series

VARIABLES | CRITICAL VALUES | PROBABILITY | LAG LENGTH
IOIL  1(1) -47.23806 0.0001 0
ICOM, 1(1) -46.53913 0.0001 0
IND, I(1) -46.42073 0.0001 0
IFOO I(1) -30.36272 0.0000 2
ITEX, 1(1) -44.70230 0.0001 0
IWOO, I(1) -45.58678 0.0001 0
ICHE, I(1) -48.31292 0.0001 0
INMP, (1) -45.39068 0.0001 0
IBMT, I(1) -47.13001 0.0001 0
IMPM, 1(1) -45.57430 0.0001 0
ISER, I(1) -46.87128 0.0001 0
IELE, I(1) -45.63945 0.0001 0
ITRA, I(1) -30.87623 0.0000 1
ITOU, 1(1) -43.58959 0.0000 0
IWRT, 1(1) -46.84257 0.0001 0
ITEL, I(1) -45.95119 0.0001 0
ISPQ 1(1) -18.93696 0.0000 2
ITEC,1(1) -42.64855 0.0000 0

ITE, I(1) -42.70964 0.0000 0
IDEF, I(1) -43.19309 0.0000 0

* MacKinnon (1996)e-sided p-values

The formula of the ADF test equation used in thelgis as follows:

p
AYi =0+ 0 Y t0i Yy ZAYt-i + &
=1

where

Y = the normalized cointegrator vector of the indabkstock index series,
AY¢=Yi— Yy,

t = trend variable,

€ ¢ = stochastic disturbance term, and

i1=1,2,3,...., p.

Fore ¢ error term, it has supposed that

E(st)ZO,

6%(ey) =02,

o (8 ty gt—s) =0, and
s#0

4.2. Cointegration Analysis
In order to apply the tests developed by Engle @mdnger (1987), Johansen (1988a),

Johansen (1991b), Johansen (1995c), and Johandejusalius (1990)o testthe long-run
cointegration relation and used in the literaturdely, all the time series must be stationary at



the same degree; otherwise it is not possible amckefor the cointegration relation. After

confirming that the time series are stationary, tbeg-run balance relations become
analyzable.

With this approach, the level values of the vaealih model have been taken, the regression

between them (INDICES; = a o+ 0. ; InOIL; + U;) has been estimated using the Least Squares
Method (LSM). The estimation results are showrhmTable: 3.

Table 3: Regression Equations of the Variables

INCOM = 5.87810 + 1.077789 InOIL+U; |INELE,= 6.674215 + 0.256591 InOJL + Uy
(146.8948) (101.8657) (229.1056)  (33.29776)
ININD (= 5.979587 + 1.009299 InOjL+ U; |INTRA,= 7.354047 + 0.460181 InOJL+ Uy
(165.7735)  (105.7119) (217.1376)  (51.33313)
INFOO,= 5.971690 + 1.069527nOIL, + U |InTOU,= 5.218687 + 0.852008 InOJL+ U;
(141.2277)  (95.55957) (79.91176)  (49.28933)
INTEX = 7.466719 + 0.271181 InOJL+U; |INWRT,= 6.236118 + 0.930455 InOJL+ Uy
(242.3598)  (33.25444) (161.6580)  (91.12516)
I'WOO, = 6.213554 + 0.938374 InOJL+ Uy |INTEL, = 4.925907 + 1.152808 InOJL + U
(121.6822)  (69.42614) (105.1764)  (93.72027)
INCHE,= 6.486185 + 0.817083 InOJL+ U; |INSPO,= 6.676721 + 0.907181 InOJL + Uy
(210.5705)  (100.2154) (95.38837)  (53.96924)
INNMP = 5.406843 + 1.225927 InOJL+ U |INTEC = 8.123352 + 0.236930 InO|L + U;
(99.02769)  (84.82765) (188.6584)  (21.02588)
INBMT = 3.619031 + 1.612805 InOJL+ U |INITE,= 9.035838 — 0.075712 InQIL+ Uy
(72.985530) (122.8810) (197.1263)  (-6.311479)
INMPM = 7.212035 + 0.725726 InOjL+ U; |INDEF, = 5.784925 + 1.036849 InOjL + Uy
(154.8388)  (58.86462) (81.63405)  (55.90906)
INSER, = 5.837694 + 0.964584 InO|L+ Uy
(141.9414)  (88.60691)

1) InOIL Coefficient 2) InOIL t-Statisti

In order to find out the existence of the cointéigrabetween the time series, on the other
hand, the estimated stochastic disturbance terntiseoéquation constituting the model)(u
must be subjected to the unit root test. At thiswpaf the model created with the minimum
delay number (p) selected includes autocorrelatioblem, it is necessary to take the second
minimum delay number [AR(1)], and if the autocoatedn problem of the model is still

continuing, this process must be continued by emsireg the delay number [AR(p)] until the
autocorrelation problem is solved.

Discovering that the regression residuals do ndtide the unit root indicates the existence of
co-integration between the time series.

In this part of our study, the Augmented Dickeyl€u(ADF) test has been used to test the

regression residuals. As the function of the ecmrection mechanism, the following formula
has been used:

AYi=0 o+ 0 AX i+ U +E¢

And the Schwarz Information Criterion (SIC) has ogeeferred to set the optimal delay
length.



It has been tested with the ADF test whether tlgeeission residuals include unit root, and the
acquired results are shown in the Table: 4.

Table 4: Estimation Results of the Regression Resd

VARIABLES | y; CRITICAL VALUES | PROBABILITY | LAG LENGTH | RESULTS
INCOM /1hpvf -3.290593 0.0155 0 Cointegrated
InNIND/1hpvf -3.437553 0.0099 0 Cointegrated
INFOO/1hpvf -3.052057 0.0305 0 Cointegrated
INTEX/1hpvf -2.977409 0.0372 0 Cointegrated
INWOO/1hpvf -2.621225 0.0888 0 Not Cointegrated
INCHE/1hpvf -4.148966 0.0008 0 Cointegrated
INNMP/1hpvf -2.436812 0.1317 0 Not Cointegrated
INBMT/1hpvf -3.224140 0.0188 0 Cointegrated
INMPM/1hpvf -2.408360 0.1395 0 Not Cointegrated
INSER/1hpvf -2.930928 0.0420 0 Cointegrated
INELE/1hpvf -4.847819 0.0000 0 Cointegrated
INTRA/1hpvf -3.559674 0.0067 0 Cointegrated
INTOU/1hpvf -2.500523 0.1154 0 Not Cointegrated
INWRT/1hpvf -3.065622 0.0294 0 Cointegrated
INTEL/1hpvf -3.563150 0.0066 0 Cointegrated
INSPO/1hpvf -0.334690 0.9172 0 Not Cointegrated
INTEC/1hpvf -2.860276 0.0503 0 Cointegrated
InITE/Lhpvf -2.784155 0.0607 0 Not Cointegrated
INDEF/1hpvf -2.347497 0.1572 0 Not Cointegrated

As also seen in the Table: 4, it is understood Hfzaindices or variables except the Wood,
Paper and Printing (WOO), Non Metal Mineral Produ¢NMP), Metal Products and
Machinery (MPM), Tourism (TOU), Sports (SPO), Infation Technology (ITE), and
Defence (DEF) are cointegrated with the crude aitdd prices @ (5%) > prob.).

For the non-cointegrated indices, their first-degidifferences have been used, and the
regression equations [Inindigesly + by Inoil; + b, AR(1) + y] acquired with the regression
residuals are given in the Table: 5.

Table 5: Regression Estimation Results

Indice | Variable| Coefficient| t-Statistic | Prob.| Indice Variable| Coefficient| t-Statistic | Prob.
C 9.986241| 16.70130 0.00pD0 C 7.256081| 70.39257 0.0000
COM InOIL 0.050151 | 2.298792 0.02]16ELE | InOIL 0.093135| 3.794454 0.0002
AR(1) 0.998959| 1029.815% 0.00p0 AR(1) 0.986725| 0.003239 0.00p0
C 9.844944| 20.45352 0.0000 C 9.104097| 53.64447 0.0000

IND InOIL 0.045875| 2.310474 0.0210TRA | InOIL | -0.004042| -0.1617160.8715
AR(1) 0.998811| 1053.348 0.00D0 AR(1) 0.995473| 490.4283 0.00p0
C 10.30078| 19.84441 0.00p0 C 0.010155| 1.636006 0.10R0

FOO | InOIL | 0.027105| 1.222623 0.22160U1| |nOIL1 | -0.002710| -1.6497280.0991
AR(1) 0.998629| 1036.028 0.00p0 AR(1) 0.997679| 682.0004 0.00p0
C 8.311818| 69.68273 0.00p0 C 9.796642| 17.49337 0.0000
TEX InOIL 0.043562 | 2.05075Q 0.040ANVRT | InOIL 0.039774 | 1.832197 0.0671
AR(1) 0.993924| 407.8585% 0.00p0 AR(1) 0.998902| 916.8304 0.0000
C 0.000282| 0.482829 0.62pP3 C 9.264380| 15.16323 0.00p0
WOO1 | InOIL1 | 0.065570| 2.871749 O0.0041TEL | InOIL 0.044353 | 1.433115 0.1520
AR(1) 0.998401| 927.1943 0.00pD0 AR(1) 0.998644 | 796.757% 0.000p0
C 9.407758| 29.87997 0.0000 C 0.000765| 1.392922 0.16B9
CHE InOIL 0.046315| 2.08032Q 0.03f®PO1| InOIL1 | 0.080969| 3.677867 0.0002
AR(1) 0.998116| 0.001313 0.00p0 AR(1) 0.998236| 610.3191 0.00p0
C 0,000422| 0.927929 0.35B85 C 8.677855| 59.3184(0 0.0000




NMPL | InOILL | 0.036527] 2.052618 0.04pZEC | InOIL | 0.063472| 2.560076 0.0105
AR(1) | 0.999281| 1513.614 0.00p0 AR(1) | 0.994246| 429.3131 0.00p0
C 10.35794| 6.745830 0.00p0 C -0.000837| -1.33828B0.1810

BMT | InOIL | 0.060824 | 2.354304 0.0186TEL | InOILL | 0.043894| 1.768291 0.072
AR(1) | 0.999357| 1272.748 0.00p0 AR(1) | 0.993580| 443.5091 0.00p0
C -4.42E-05] -0.075685 0.9287 C 0.000123| 0.143843 0.8856

MPM1 | InOIL1 | 0.051630| 2.263190 0.02P®EF1[ InOILL | 0.100962| 2.985064 0.00%9
AR(1) | 0.998243| 761.8581 0.00p0 AR(1) | 0.998172| 745.1131 0.00p0
C 9.540630 | 14.32873 0.0000

SER | InOIL | 0.042119| 0.021589 0.05]2
AR(1) | 0.999076| 0.001039 0.00p0

It is seen that the regression estimation resubsirssignificant for FOO, TRA, TOU, and
TEL indices.

Since the model has had autocorrelation problemaffondices, the second minimum delay
number [AR(1)] has been used and it has been be¢ithie autocorrelation problem has been
solved without any need to continue the process.

5. DISCUSSIONS AND CONCLUSIONS

Our study examining the relation between 19 stoakydreturn indices monitored under
Istanbul Stock Exchange (ISE) representing Turk®y the stock market in Turkey and the
daily oil prices indicates that 1% change in tHepoces leads to 050151% in the Composite
Index representing all stock yields (Table: 6).sTtasult that indicates the positive correlation
means that the change in the oil prices has ratisrtant impact on ISE.

Table 6: Interaction Sorting on the basis of Maid &ub-Indices

Indices | Changeg Indices Changds Indiges Chanpesicetnd Changes
COM |[0,050151 IND 0,045875 SER |0,042119 TEC [0,063472
1TEC 0,063472| 1.WOO| 0,065570|1.ELE 0,093135 | 1.DEF 0,100962
2.IND 0,045875| 2.BMT | 0,060824|2.SPO 0,080969 | 2.ITE 0,043894
3.SER 0,042119| 3.MPM | 0,051630| 3.TEL 0,044353
4.CHE 0,046315 |4.WRT | 0,039774
5.TEX 0,043562 |5.TRA -0,004042
6.NMP | 0,036527 |6.TOU -0,002710
7.FOO 0,027105

In fact, it must be expected that the relation ningsadverse from the point of view of Turkey
that is the net oil importer and importing almo8&® of her annual oil need. However, the
strategy of overvalued Turkish Lira supported wiltle high real interest anchor Turkey has
been using as an anti-inflationist policy tool sirtbe year 2002 restricts the impact of the
increase in the oil prices. Besides, that an ingmbrpart of the country’s export is made to the
net oil exporter Middle Eastern and Caucasian camstas well as Russia leverages the
increase in export together with the oil prices.

It is understood that, among three industrial iadiconstituting the composite index except
finance, the one that is the most sensitive tasdihe technology index, and that 1% increase
in the oil prices leads to 063472% increase intéksbnology index. This index is followed by
the industry index (045875%) and the service in@@#2119%). This must be regarded as a
reasonable sorting, because the contribution oftebbnology producer firms to local and



global growth and development and their growth Era&on do not have the production and
demand elasticity that may be affected negativglyalsingle factor such as the oil prices.
That the services yield index is the least-affedtetlistrial branch is a natural result of the
fact that this sector is a sector auxiliary to degendent on the other two main sectors.

Among the sub-indices under the industrial indbg, Wood, Paper and Printing (WOO), and
Basic Metal (BMT) indices where the oil is usedaasmportant input show the highest level
of interaction with the change in the oil pricetieTlowest level of interaction, on the hand,
has occurred in the Non Metal Mineral Products (NMIRd Food and Beverage (FOO)
indices.

The highest level of interaction in the sub-indicéshe services main index has occurred in
the Electricity (ELE) and Sports (SPO) indices. Toerelation of the Transportation (TRA)
and Tourism (TOU) indices with the oil prices aaad the adverse interaction is seen in these
two indices only.

In the technology main index, however, the intecaictlegree of the Defence (DEF) index is
higher compared to the Information Technology (ITrilex.

Table 7: General Interaction Sorting

Indices| Changes | IndicesChanges | Indices Changes Indiges Changes
1.DEF | 0.100962 |6.BMT | 0.060824 |11.TEL | 0.044353 16.NMP| 0.036527
2.ELE | 0.093135 |7.MPM |0.051630 |12.ITE | 0.043894 17.FOO| 0.027105
3.SPO | 0.080969 | 8.COM |0.050151 13.TEXH 0.043562 |18.TRA | -0.004042
4.WO00|0.065570 |9.CHE | 0.046315 |14 SER |0.042119 19.TOU-0.002710
5TEC |0.063472 10ND | 0.045875 15.WRT0.039774

The Table: 7, on the other hand, shows the geserdhg of 19 indices used in our study. It
is understood from the table that the Defence (Ddffg) Electricity (ELE) daily return indices
are affected maximally by the daily change in tignoces, whereas the Non Metal Products
(NMP) and Food and Beverage (FOO) index returnsaatieeted minimally. Between the oil
prices and the Transportation (TRA) and Tourism JJ@dex returns, however, there is an
adverse interaction.
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ANNEX 1: Data on the Autocorrelation Problem of tfledel
(Breusch-Godfrey Serial Correlation LM Test)

Indice F Prob.F | Ob<RR- | Prob.Chi- | Indice F Prob.F | Ob<R- | Prob.Chi-
Statistic squared| Square(250 Statistic squared| Square(250

COM |385.9604 0.000000 2144.901 0.000000 ELE | 247.9603.000000 2112.370 0.000000

IND |371.55510.000000 2143.328 0.000000 TRA | 376.8673.000000 2143.945 0.000000

FOO | 407.669%0.000000 2147.212 0.000000 TOU | 762.7709.000000 2166.01d 0.000000

TEX [479.58230.000009 2153.231 0.000000 WRT | 396.685@1.000000 2146.104 0.000000

WOO | 697.12550.000000 2163.962 0.000000 TEL | 266.363/0.000000 1997.048§ 0.000000

CHE | 276.45170.000000 2128.38¢ 0.000000 SPO | 203.5746.000000 1135.825 0.000000

NMP | 725.28850.000000 2164.885 0.000000 | TEC [508.6432 0.000000 1949.568 0.000000

BMT |322.8698 0.000000 2136.750 0.000000 ITE | 487.06960.000000 1948.414 0.000000

MPM | 705.0665 0.000000 2164.229 0.000000 DEF | 699.625®.000000 1956.713 0.000000

SER [426.22210.000000 2148.956 0.000000

ANNEX 2: Data after Solution [AR(p)] of the Autoaetation Problem
(Breusch-Godfrey Serial Correlation LM Test)

Indice F Prob.F | Ob<R- | Prob.Chi- | Indice F Prob.F | Ob<R- | Prob.Chi-
Statistic squared| Square(250 Statistic squared| Square(250

COM |0.988955 0.536733 247.8917 0.525797 ELE | 1.20637/0.020425 295.0092 0.056633

IND |0.954525 0.678004 240.2094 0.660483 TRA | 1.100533.148155 272.3766 0.158189

FOO | 1.0783250.204619 267.5528 0.212731 TOU | 1.109329.129189 274.279§8 0.139598

TEX [1.2933840.002395 313.2694 0.054024 WRT | 1.09869@.152355 271.9786 0.162285

WOO | 0.9739880.599407 244.5597 0.585198 TEL | 1.159378.054616 284.7272 0.064767

CHE |0.9771710.586179 245.2694 0.572618 SPO | 1.180228.046194 284.6909 0.064957

NMP | 1.1287030.093806 278.4609 0.104371 | TEC [1.2102840.019473295.1627 0.056256

BMT [0.96589( 0.632673 242.7519 0.616933 ITE | 1.146542.069914 281.8358 0.081215

MPM |1.041392 0.325196 259.4762 0.326977 DEF | 0.967549.625245 243.2561] 0.608137

SER |1.170827 0.042989 287.4871 0.051679
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